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Abstract - Twitter is the most popular micro-blogging which allows users to exchange short messages, provides a platform for 

common people to share experiences and opinions. Nowadays, Twitter counts with an average 328 million monthly active users and is 

growing rapidly specially among young people who might be influenced by the information from anonymous sources. Detecting credible 

or trustworthy information on Twitter becomes a necessity, especially during high impact events. In this paper we discuss previous 

studies on assessing credibility of Twitter messages including human based models and automatic models. This survey classifies the 

different models for automatic credibility assessment into three approaches: classification-based approach, propagation-based 

approach and similarity-based approach. The survey presents a comparison of these models based on the used techniques and feature 

set. Furthermore, an overview of the existing systems which developed a practical implementation of the credibility problem is 

presented. The paper discusses the human based models including: the user surveys and statistical analysis models which can aid in the 

design of credibility assessment models by better understanding of features distribution and users’ perceptions of information 

credibility. 
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I.  INTRODUCTION  

Micro-blogging mediums such as Facebook and Twitter are used for sharing news, opinions and experiences among people all 
over the world. They are growing very fast in popularity and are now replacing traditional media as a source for obtaining news 
and information [1]. Due to quick response time, they allow users to spread real time news update to many people [2]. Twitter is 
the most famous micro-blogging service that allows users to post and exchange short messages or “tweets”. Tweets are shared 
with the author’ followers and can be easily disseminated through “re-tweet”. Recently, Twitter has been considered as the most 
micro-blogging platform used as news source [3, 4]. News on Twitter comes from different sources: some from authorized news 
organizations, while most from public users. Unlike traditional media sources, the absence of supervision and quality control 
makes Twitter a suitable environment for spreading rumors [5]. This issue becomes problematic as more people depend on social 
media to obtain information and news especially in high impact events [6, 7]. Another research by Gupta et al. [8] analyzed the 
spreading of rumors on Twitter during “Hurricane Sandy” and discovered that about 86% of the fake tweets were re-tweets. They 
found out that during the crisis people share news even if it is from an unknown source. Moreover, a recent study [9] stated that 
fake news published on social media during the American presidential elections in 2016, had a significant effect on voters. Many 
researches revealed that a lot of content on Twitter may be incredible [10-12]. Therefore, detecting credible or trustworthy 
information in Twitter becomes a necessity.  

This paper is organized as follows: section two presents the information credibility problem on Twitter. Section three presents 
the different approaches for automatic credibility assessment. Section four presents the existing commercial credibility assessment 
applications and section five includes the human based approaches. Finally, section six includes the conclusion. 

II. INFORMATION CREDIBILITY ON TWITTER 

Credibility is defined as “the quality of being trusted and believed in”1. In fact, it is hard to determine the credible tweets 
manually. The number of followers of a user and the number of re-tweets of a tweet cannot indicate trust because malicious users 
can easily forge followers or re-tweets. Moreover, Twitter users often re-tweet without verifying the content [13]. Recently, 
several approaches have been proposed to handle this challenge. Figure 1 shows our classification for credibility assessment 
approaches which is divided into human based and automatic approaches. Human based approaches including user surveys 
(sample of people who are asked to fill out questionnaires to determine the most important credibility factors) and studies which 
apply statistical approaches are discussed in section five. Proposed approaches which use algorithms for automatic classification 
of tweets according to their credibility are discussed in the next section.  

 
1 http://www.oxforddictionaries.com 



III. AUTOMATIC ASSESSMENT OF INFORMATION CREDIBILITY 

There has been extensive research aiming at determining the credibility level of Twitter messages automatically using 
different methods. After surveying the literature, these methods are categorized into three categories: 1) classification based 
approaches which use machine learning mainly supervised learning methods [14-24, 42, 59], 2) propagation based approaches, 
which exploit the network structure of users and tweets using graph analysis [5, 25-30], 3) similarity based approaches which 
depend on measuring similarity with credible sources [31, 32]. 

   

 

Figure 1: Classification of credibility assessment approaches 

There are several useful cues or features introduced by the previous research to assess credibility. Most of these studies rely on 
content and source based features. Figure 2 shows the different types of features used by the previous studies. Content-based 
features focus on the content of the message itself and can be grouped into: textual, network, meta-data, linguistic and sentiment 
features. Textual features include features related to the text of the message such as the length of the message, number of unique 
characters or emoticons and if the message contains a hashtag (#) or URLs. Network features captures the network aspects of the 
message such as if the message is a re-tweet and the number of user mentions, while meta-data features includes features such as 
the posting date. Some studies focus on the linguistic features [31, 33, 34] such as unigram and bigram based lexical features. 
Moreover, sentiment features of the tweet whether positive, negative or neutral have been proved to be good indicator of 
credibility [14, 17, 21, 35, 36]. Source-based features consider characteristics of the user as the source of the tweet and can be 
grouped into two subcategories: social and meta-data features. Social features include features that capture the connectivity 
between the author and other Twitter users such as the number of followers and followees. Meta-data includes features such as 
registration age and if the user is verified, in addition some studies introduced new features from the timeline like the number of 
tweets the user has posted and the existence of profile pictures [21, 22]. Some of the previous studies computed aggregations from 
the content and source feature sets (Topic features), such as the fraction of tweets that contain URLs within a specific topic and 
the fraction of tweets from verified users. Other studies consider characteristics related to the propagation tree that can be built 
from the re-tweets of a message such as the depth of the re-tweet tree [14]. Finally, some studies introduced external resource 
features such as “Web of Trust” reputation (WOT) score for tweets containing URLs[16]. 

Most research in information credibility automatically was based on English content. According to experts, social media 
specifically Twitter played a significant role during the recent political changes in Arab countries [37]. Recently, there have been 
few efforts to assess and analyze the Twitter messages in Arabic language [18, 19, 23, 31] and to identify Arabic credibility 
prominent features [22]. Finally, there is some research has gone as far as to implement their proposed approaches in a practical 



manner [16, 20, 21, 38-40]. TweetCred [16] and TweetBot [20] are examples of real-time web-based systems that aim at 
assessing the credibility of English Twitter messages. Moreover, a recent research [21] introduced CAT (Credibility Analysis of 
Arabic Content on Twitter) system to automatically predict the credibility of Arabic tweets.  These systems are discussed in 
section four explaining the advantages and drawbacks of each system. 

 

 
Figure 2: Existing credibility Twitter features categories 

A. Classification-Based Approaches 

Previous research in these approaches in general classifies tweets based on the extracted features using machine learning 
techniques especially supervised techniques [14-24]. As shown in figure 3, these techniques require building a ground truth that 
contains a collection of tweet messages with the features related to them. The messages in these datasets are then labeled by 
human annotators which is an important step affecting the prediction model [41]. This annotated dataset will then act as a source 
of training data (or ground truth) for machine learning techniques to build automatic classifiers that can accurately determine the 
credibility of a given tweet.  Table 1 summarizes the research works and illustrating, for each approach, the used dataset size and 
language, the used algorithms and the type of extracted features. Decision trees, support vector machines (SVM) and Bayesian 
networks are the most popular supervised learning techniques used for classification. 

 

Figure 3: General model for supervised classification-based techniques 

1) Decision trees: Castillo et al. were the first to work on solving the Twitter credibility problem automatically [14, 42], by 

using classification-based approaches. In their first research [14] they focused on tweets related to “trending” topics and used 

automatic methods to measure their credibility using features extracted from them. They identified four types of features: content 

based, source based, topic based, and propagation-based features such as the depth of the re-tweet tree. Twitter Monitor [43] was 

used to collect 2500 trending topics with at most 10,000 tweets in each topic. The annotation of the dataset was performed by 

evaluators assistant and included two rounds: the first-round separates posts which contain information about news events 

(labeled as NEWS), from personal opinions (labeled as CHAT). Then for the NEWS tweets, another group of evaluators classify 

them into credible/not credible. For the human annotation task, they asked for 7 different assessments and labels for each topic 

require the agreement of at least 5 evaluators. As a next step, they trained several learning algorithms such as “SVM, decision 

trees, decision rules, and Bayesian networks”, but best results were achieved by “J48 decision tree” [44]. Figure 4 shows the 

decision tree built by the research for the credibility classification where A=”credible” and B=”not credible”. 
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Figure 4: Decision tree built by Castillo et al. [14] for credibility assessment problem 

 

 The research performed a 3-fold cross validation and reached 86% for credibility classification and 89% for news/chat 

classification. The research provided a feature analysis to illustrate the following contributions: 1) Tweets without URLs are often 

related to non-credible content, while negative sentiment indicates credibility.  2) More active users (users who have many tweets 

or have large number of followers/friends) tend to spread more credible information, 3) the tweet which has many re-tweets seems 

to be more credible. Castillo et al. extended their research in [42] by re-designing the learning scheme and tested the new model on 

data collected during and after the Earthquake in Chile 2010. The labeling process used a crowd-sourcing tool where labels are 

NEWS or CHAT or UNSURE. The ‘UNSURE’ label identifies tweets that were not labeled as NEWS or CHAT messages. By 

removing these tweets from the training set, the performance of this approach improved considerably. Finally, the research tested 

the accuracy of this model on Twitter topics in Spanish posted during the Earthquake.  

 

 
Figure 5: Social Model crawling algorithm [17] 

 

     Kang et al. [17] introduced three models for topic-based credibility assessment. The first model (social model) focuses on 

features related to the social network such as followers/following relationship and re-tweets. Figure 5 illustrates the social model 



crawling algorithm. The second model (content model) is a language-based model defining 19 content features related to specific 

topics such as number of URLs and mentions. The last model (hybrid model) is a combination of the previous two models using 

different ways to predict credibility. By applying ten-fold cross validation and using J48 decision tree classifier, the social model 

achieved 88.17% accuracy rate while the content and hybrid models achieved 63% and 67% respectively. The approach 

represented in this research differs from Castillo et al. [14] which performed similar evaluation in that it focuses on individual 

tweets. The results of this research indicated that features from the underlying social network are better than content features in 

predicting credibility. 

     Another research that assesses the credibility of individual tweets using decision tree learning algorithm is the one by Lorek and 

Gupta [20]. The research focused on manual annotation, experts were asked to take some attributes into consideration such as 

visible features of the tweet (e.g., profile photo, profile name, and “account verified” mark). The research focused on the external 

link features as it was proved to be prominent features in assessing credibility [14, 18, 42]. Experts were asked to check if the target 

website reached just after clicking the link or it leads to an interactive ad instead and if the link’s content matches the tweet content. 

The next step, they developed an algorithm of reconciling different manually assigned scores, according to reconciliation rules. All 

embedded URLs were extracted from tweet content and processed by the Reconcile platform. This adds the Reconcile features and 

Reconcile score to the dataset which gives a satisfactory enhancement to the machine learning process. For machine learning, they 

used random forest implementation [56] in three cases:  based on twitter features, based on reconcile features and finally based on a 

combination of the two sets. The best results were given with the combined classifier as it achieved 89% of recognition precision. 

At the end of the experiments, the research concluded that it is still more important what the user posts and not who they really are. 

AlMansour et al. [22] used supervised machine learning methods and to identify credible information in Arabic context. A 

statistical approach based on features frequencies was used to identify credibility prominent features for Arabic content . The 

research introduced new features such as: the use of natural user names, the use of religious words, and whether the authors’ 

locations are related to the topic. The dataset contained 199 source tweet messages, 6249 tweet messages including re-tweet. The 

experiments were held using different classification algorithms such as: J48, Random Forest tree, Naive Bayes, Logistic 

Regression, SVM and k-Nearest Neighbor to evaluate the performance of the proposed model. The accuracy results reached 77.4% 

using Random forest decision tree classifier using 10-fold cross validation. Similarly, CAT (Credibility Analysis of Arabic Content 

on Twitter) system proposed by ElBallouli et al. [21] to automatically predict the credibility of a given Arabic tweet using Random 

forest decision tree will be discussed later in section four. 

 

 2) Bayesian Networks: Xia et al. [24] presented a supervised method using Bayesian network to predict the credibility of 

Twitter messages in emergency situations. Five experts were asked to manually label 350 tweets related to English Riots into 

credible or not credible. Several features were extracted, from the annotated tweets, including the social behavior and diffusion 

features (related to time such as the time of the original tweet has been retweeted by other users) in addition to the content and 

topic-based features. Regarding the machine learning process, they used CIT “conditional independence test-based” learning 

algorithm (CIT) [68]. Experiments results showed an accuracy rate between 61% and 66% using different classifiers, while it 

reached 63.66% with the proposed algorithm.   

 

 
Figure 6: Credibility assessment model using relative importance [18] 

 

      Al-Rubaian et al. [18] proposed a multi-stage credibility assessment model for Arabic tweets which considered relative 

importance to study its effect on the credibility classification. Figure 6 illustrates their model. The research found out that some 

features are qualitative and require human assistance to determine its importance. They performed a pair-wise comparison in order 

to generate weights of the features in a numerical scale from 1 to 9 forming the priority vector. Naïve Bayes classifier [49] with the 

priority vector was used to build the classification model.  

 

 Another enhancement outlined in this research is the effect of sentiment analysis on credibility assessment. They used the 

SAMAR technique [50] to measure the sentiment of Arabic content. The overall credibility score was calculated depending on 



three values: 1) the credibility score calculated from the classifier, 2) the value of user content verification calculated by applying 

the Naïve Bayes classifier on all user’s content, and 3) the positive sentiment of all user’s tweets which indicates the user’s 

behavior [35]. The ground truth was created by collecting 1000 unique tweets from 700 unique accounts written in Arabic 

language. The proposed model achieved 86.24% Precision, 98.8% recall and 90.3% accuracy.  

 
Figure 7: Hybrid reputation-based approach [19] 

 

The relative importance concept was introduced again in [19] combined with other components to determine the credibility of 

Twitter messages. The hybrid approach proposed in this research comprises four integrated components: user expertise model, 

feature ranking algorithm, reputation-based model, and credibility assessment engine as illustrated in Figure 7. Reputation of a 

Twitter user can be assessed based on his popularity and sentimentality regarding a particular topic [52, 53]. Sentiment score is 

calculated based on the number of positive and negative tweets in the user’s history, while the popularity score is based on features 

related to the user’s reputation such as number of followers, favorites and re-tweets of the user [51]. The model was evaluated with 

data for 2,843 Twitter users and more than 11,000 tweets and achieved accuracy ranged from 93% to 95% when applying different 

classifiers, 96% with feature-rank Naïve Bayes. Finally, a recent research [23] applied the previous model on two large Twitter 

datasets (187,614 English tweets, 186,819 Arabic tweets) to study the effect of the relative importance algorithm and the results 

showed that the model with the relative importance approach achieved higher accuracy rate. 
 

TABLE I : EVALUATION OF THE EXISTING SUPERVISED MACHINE LEARNING MODELS 

Reference Year Language Dataset Extracted features Classifier 

[14] Castillo 2011 English 2,524 tweets message, user, topic (aggregation), propagation 

features 

J48 decision tree 

[15] Gupta  2012 English 7,000 tweets Message, user features SVM rank 

[17] Kang  2012 English 5,025 tweets Message, user, aggregated features J48 decision tree 

[24] Xia 2012 English 350 tweets Message, user, topic, diffusion(time) features CIT Bayesian 

Network 

[42] Castillo 2013 English, 

Spanish 

165,312 tweets message, user, topic (aggregation), propagation 

features 

Random Forest, 

Bayes Net 

[16] Gupta 2014 English 6,000 tweets Message, message meta-data, user, network, 

linguistic and external resource features. 

Coordinate Ascent 

[18] 

AlRubaian  

2015 Arabic 1,000 tweets Message, user, aggregated features Naïve Bayes 

[20] Lorek 2015 English 1,206 tweets User and reconcile features Random forest 

[19] 

AlRubaian 

2016 Arabic 11,000 tweets Message, user, aggregated features feature-rank Naïve 

Bayes   

[22] 

AlMansour 

2016 Arabic 199 tweets Message, user, aggregated features Random Forest 

decision tree 

[21] El 

Ballouli 

2017 Arabic 9000 tweets Content (sentiment, social, meta, textual features), 

user (network, meta, timeline) features 

Random forest 

decision tree 

[23] 

AlRubaian 

2017 English, 

Arabic 

187,614 English, 

186,819 Arabic 

tweets 

Message, topic, user features Naive Bayes  

[59] Sabbeh 

 

2018 Arabic 800 tweets User, content (similarity with verified content, 

comments polarity) features 

Decision tree 

 



3) SVM: Gupta et al. [15] used a combination of supervised machine learning and relevance feedback to measure credibility. 

Figure 8 illustrates the components of the model. They used “SVM ranking algorithm” [45] to build their classification model 

then they evaluated an enhancement to the ranking technique by using PRF “pseudo feedback relevance re-ranking” scheme [46]. 

PRF was used to re-rank the ranked documents by calculating text similarity between the most frequent unigrams from the top 

ranked tweets and the other tweets. Text similarity was calculated using metric BM25 [47], then they used NDCG (Normalized 

Discounted Cumulative Gain) [48] to evaluate the proposed approach.  Similarly, as described in [14], the research performed a 

regression analysis to identify the most prominent features.  Number of followers, number of unique characters and swear words 

were the most effective features. Experiments indicated that about 30% of tweets related to an event include information about the 

event while 14% was spam and only 17% include credible information about the event. Gupta et al. [16] extended the previous 

efforts and proposed a real-time system named TweetCred which will be discussed later in section four. 

 
Figure 8: Twitter credibility ranking system developed by Gupta et al. [15] 

 

B. Propagation Based Approaches 

The approaches that focus on the propagation concept to detect the credibility rely on the network structure and social graph 
analysis. Social networks can be represented as a graph composed of nodes (Twitter users) and relationships connecting them 
(such as: follows, replies, mentions and tweet) called edges. These inter-entity relationships on Twitter can provide rich 
information and many researches incorporated graph analysis to measure information credibility. Ravikumar et al. [26] proposed 
a method to rank tweets according to their credibility scores and content-based popularity. The approach exploited the 
relationships between the tweets and modeled Twitter as a three-layer graph consisting of tweets (based on similarity), users 
(based on follower-followee relationship), and web pages using PageRank. The three layers are illustrated in Figure 9. Within the 
tweets layer, they computed the content (semantic) agreement between the tweets using “Soft-TFIDF” with “Jaro-Winkler” 
similarity [58] as it was proved that the agreement is more indicative of credibility than re-tweets [57]. The model derived trust 
scores of entities in the three layers, then propagated the scores to tweets considering the inter-layer relations to compute a single 
tweet score.   

 

Figure 9: Three layers system of Twitter space [26] 

Another research by Gupta [27] presented a hybrid approach for credibility analysis with event graph-based optimization and 
machine learning technique to compute the credibility of Twitter events. The research started from the model described by 
Castillo [14] and introduced new features for enhancement.  The proposed approach included two additional modules: BasicCA 
(Basic Credibility Analysis) and EventOptCA (Event Graph Optimization). BasicCA first initializes the credibility of different 
tweets, users and events in the network using the classifier results. Then, it performs Page rank iterations to propagate authority 



across the network as shown in Figure 10. EventOptCA builds another graph of events in each iteration and updates event 
credibility values by assigning similar scores to similar events. They performed the experiments on two different datasets and the 
results showed that the event graph optimization approach outperforms the classification based approach introduced by the 
authors. Moreover, it was clearly noticed that their classification based approach achieved lower accuracy compared to Castillo et 
al. [14] which uses the same classifier (J48 decision tree) and achieved 86% accuracy rate.  

 

Figure 10: BasicCA module [27] 

 Jin et al. [25] proved that each event contains a combination of credible and not credible information. They defined a new 
layer named “sub-event layer” to capture deeper semantic information for an event where the credibility of an event is the 
expected credibility of all sub-events belong to it. Experiments on two real-world datasets showed that the proposed model can 
achieve improvements in accuracy by more than 6% and F-score by more than 16% compared with baseline methods. Zhao et al. 
[28] developed a new propagation model to measure the credibility of Twitter users and messages. The proposed model contains 
two modules: trust evaluation based on similarity and trust propagation. Figure 11 illustrates the components of the two modules. 
The first module was used to rank users and tweets against credible ones based on three similarity features (textual, spatial and 
temporal). The second module was used to update the user/tweet credibility scores through iterative propagation according to four 
propagation rules. Based on precision and F-measure values, this method outperforms the baseline supervised learning method. 
Mendoza et al. [5] explored the behavior of users under an emergency (Earthquake in Chile 2010) and analyzed how messages 
were propagated through the network. The analysis outlined the key differences between the propagation of tweets that 
correspond to rumors and tweets that spread news. The research discovered that rumors is more questionable than truthful news 
which outlined that it is possible to detect rumors by automatically identify highly questioned information.  

 

Figure 11: Topic-focused trust evaluation and trust propagation modules [28] 

The approach described by Gündüz [55] proposed a hybrid approach by applying classification algorithms on the tweet set 
then the results were improved by means of graph-based techniques. In the graph-based phase, a connected graph from users and 
tweets was constructed according to authority (user and tweet), friendship (users) and similarity (tweets) relations. They 
introduced new credibility definition based on three dimensions: 1) being newsworthy, 2) is not a spam and 3) is free from 
offensive words. Each one of those dimensions was evaluated separately and the result is a combination of the three dimensions’ 
results where a credible tweet is free from offensive words, free from spam and is newsworthy 

C. Similarity Based Approaches 

Credibility assessment has been studied from another point of view based on similarity. Al-Khalifa et al. [31, 32] developed a 
model to measure credibility of Arabic tweets and assign credibility level (high, low and moderate) to each tweet. The model uses 
two approaches: the first is based on the similarity between Twitter messages and authorized news sources like Aljazeera.net. The 
second model is based on the calculated similarity in addition to extra features related to the author and the content of the tweet.  



The proposed model consists of four stages: text preprocessing, feature extraction, credibility calculation and credibility 
ranking. As shown in Figure 12(a), preprocessing includes normalization, stop words removal, POS Part of speech tagging and 
stemming. After text preprocessing steps, the research used term frequency inverse document frequency (TF-IDF) weight and 
cosine similarity measure to calculate the similarity with verified content value as shown in Figure 12(b). For the second 
approach, a set of features was used such as: presence of inappropriate words, link to authoritative existence and if the author is 
verified. 

 

 

 

 

 

 

(a) 

 

 

(b) 

Figure 12: (a)Text preprocessing components , (b)Similarity computing steps [31] 

 

The following formula was used to calculate credibility score:  

“Credibility Score = 0.6*similarity + 0.2*inappropriate words + 0.1*authoritative link + 0.1*verified author“ [31].  

The experiments showed that the first approach (similarity only) has a higher precision and recall. The evaluation of the 
second approach indicated that the linking feature was the most prominent feature. The proposed system achieved acceptable 
results in assessing credibility of Arabic tweets but requires the existence of credible external sources. Another research that 
considered similarity with trusted news sources in determining the credibility of tweets is the work presented in [59]. The research 
utilized a hybrid set of features based on user and content features as well as content verifiability against verified external news 
sources. The model is illustrated in Figure 13 and contains four basic modules: feature extraction, content verification, users’ 
comments polarity evaluation and credibility classification. Content verification module is based on the work in [30] which uses 
cosine similarity between tweets and external content. The research introduced a new feature related to the users’ comments 
polarity as a significant indicator for credibility. The polarity of each comment is given based on the occurrence of negative and 
positive words, then the total polarity of the topic is calculated by the weighted sum of polarity of all comments. Feature matrix 
(includes extracted content and user features, verification score and comments polarity) was then fed into the credibility 
classification module. Three different classifiers (SVM, decision tree and Naïve Bayes) were trained using a dataset of 800 
annotated news tweets. The experimental results indicated that decision tree classifier achieved best results in terms of accuracy 
and F-measure.  

 



 

Figure 13: credibility assessment model used in [59] 

  

IV. COMMERCIAL CREDIBILITY ASSESSMENT APPLICATION 

There is some research trying to implement the proposed approaches in practical ways. Gupta et al. [16] proposed TweetCred, 
a real-time web-based system with browser interface to predict credibility. Figure 14 shows the components of TweetCred 
system. TweetCred takes Twitter posts as input and assigns the credibility level for each tweet from 1 to 7 levels. The model is a 
semi-supervised model and the training set contains tweets from six high impact topics of 2013. The research trained many 
classifiers such as: SVM-rank [45], Coordinate Ascent [60], AdaRank [61], and RankBoost [62] and the best results were 
achieved using AdaRank and Coordinate Ascent.  

 

Figure 14: TweetCred system components [16] 

The system enables users to have the credibility score within the user interface of Twitter as shown in Figure 15. The system 
was evaluated with 717 real Twitter users to test credibility and gave reviews for 936 tweets. The evaluation indicates user 
agreement with the computed credibility score in 43% of the tweets. 



 

Figure 15: TweetCred user interface [16] 

Differently from TweetCred, TwitterBot [20] aims at improving such systems due to the extra scoring by the Reconcile 
system. The classifier behind the TwitterBOT gives better results than TweetCred but the drawback of the system is the amount of 
time needed for links analysis. AlRubaian et al. presented CredFinder [38] a real-time system to assess credibility through user 
and content analysis based on their model that was discussed in [19]. CredFinder consists of two parts: 1) a Chrome extension 
which collects real time tweets from the user timeline page and 2) a web-based backend to analyze the tweets then calculate their 
credibility score. They used the U.S. presidential election event as a case study, but the system still needs to be tested by more 
users to prove its effectiveness. 

Moreover, ElBallouli et al. [21] built a classification model to predict the credibility of Arabic tweets automatically depending 
on features extracted directly or computed from the author’s profile. The model included 26 content-based features (grouped into 
sentiment, social, meta, and textual features), 22 user-based features (grouped into network, meta, and timeline features). The 
research introduced new features such as the presence of a profile picture, and then they performed face detection to useful 
features from the picture. To extract the sentiment features, the research used ArSenL [63] which is an Arabic sentiment lexicon 
and MADAMIRA [64], a morphological analysis tool for Arabic text. To train the model, they annotated a data set of 9, 000 
tweets. Multiple machine-learning algorithms were trained but the best results were given by Random forest decision tree learning 
algorithm. The proposed model achieved a Weighted Average F-measure of 75.8% when applying 10-fold cross validation. CAT 
was compared to TweetCred proposed by Gupta et al. [16]. The experiments indicated that CAT outperformed TweetCred [16] 
with an improvement of 16.7% in terms of Weighted Average F-measure. Another interesting observation was that approximately 
40% of the tweets generated per day were non-credible tweets when grouping tweets by the creation date. This emphasizes the 
necessity of Twitter credibility assessment models. 

V. HUMAN-BASED APPROACHES 

Many researches have studied the credibility problem using human-based approaches through user surveys or statistical 
analysis. In this section, we discussed the different ways to conduct surveys and analyze their results. We reviewed the statistical 
analysis which aimed at identifying influential credibility features and studying their distributions. 

A. User Surveys 

Morris et al. [65] presented a survey to investigate the users’ perceptions of information credibility. They conducted two 
experiments to determine the effect of different tweet features like user name, user image and demographics (age, gender, or 
Twitter experience) on the perceptions of message and author credibility. They found that Twitter users cannot indicate credibility 
based on content only, they often depend on visual features like message topic, user name, user image and re-tweet. In addition, 
the results indicated that user demographics did not assist users in determining message or author credibility. Regarding the 
message topic type, participants were more concerned about credibility of political and emergency topics. Moreover, it was 
noticed that topically related user names were considered more credible.  

Sikdar et al. [66] presented additional indicators of credibility based on re-tweet behavior. They collected two different data 
sets on the same topic but have different characteristics. They conducted two surveys in which different information about the 
same tweet are provided to participants to test how credibility judgments across different surveys are comparable. They concluded 
that user surveys and re-tweet behavior can be extremely noisy, and prediction based on re-tweet behavior may vary greatly from 
dataset to dataset.  

A research by Yang et al. [67] studies the users’ perceptions of credibility on two micro-blogging services, Twitter in USA 
and Weibo in China. The survey outlined the effect of different features (such as author’s gender, profile image and name sty le) 



on users’ perceptions and how these features interact with culture to affect credibility assessments. The research found key 
differences between users in the two countries which imply the fact that users’ credibility perceptions are culture dependent. The 
study indicated that Weibo’s users in China trust in and rely on microblogs as an information source more than Twitter users and 
they depend on metadata integration when evaluating micro-blog credibility with high degree. Similarly, a research by 
AlMansour et al. [68] studied the effect of culture on assessing credibility. The authors stated the credibility perceptions in Arabic 
countries and how Arab users utilize Twitter. 

B. Statistical Approaches  

O’Donovan et al. [36] proposed a statistical analysis of features distribution which can aid in the design of credibility 
assessment models. They focused on how the features are distributed across three different contexts: credible / not-credible 
messages, information flow through long or short re-tweet chains and dyadic against non-dyadic messages. Dyadic messages 
represent pair-wise interaction between two users using the “@ mention” or “@reply” tags. The analysis considered a wide set of 
features grouped into three classes: content-based, social and behavioral features which focus on the dynamics of information 
flow such as the average number of friends in timeline. Their results indicated that the topics that cover emergency situations 
presents a considerable increase in the number of features included in the tweets. The most notable result in the analysis of re-
tweet chains is the importance of the URL feature in long chains as it occurs in 50% of them, confirming that tweets including 
URL can be propagated more often than other tweets. In addition, longer tweets that have longer words and characters appear  
frequently in longer chains. The analysis of context features stated that dyadic messages include more words, more uppercase 
letters, more negative sentiments and less hashtags than standard tweets. 

VI. CONCLUSION 

Information credibility on Twitter can be identified through human based approaches or automatic approaches. In this survey, 
we have summarized state-of-the-art approaches addressing automatic assessment of information credibility on Twitter. Three 
approaches were discussed: classification based, propagation based and similarity-based approaches. We reviewed and compared 
previous research on automatic measuring credibility in different languages such as English, Spanish, Turkey and Arabic. 
Furthermore, some credibility assessment commercial applications were reviewed like TweetCred, CredFinder and CAT. Finally, 
human based approaches including user surveys and statistical approaches were reviewed and discussed. 
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++********************************* 
O'Donovan et al identified the most useful indicators of credible and noncredible tweets as URLs, mentions, retweets, and tweet 

lengths[19 lstm]. (credibility in context) 

 


